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1 Kolmogorov’s maximal inequality

Let X3,..., X, be independent random variables, E X; = 0, Var(X}) < oo
for k=1,...,n. Consider S, = X7 +---+ X,.

1.1 Lemma. E (go(Xl, . ,Xk)Sn) =E (@(Xl, . ,Xk)Sk) for every k < n
and every bounded Borel function ¢ : R¥ — R.

Proof. Denoting by i the distribution of X we have [ x uy(dz) = 0, thus

E((p(Xl,...,Xk)Sn) = /,ul(dxl)...,un(dxn) o(x1, .. xp) (14 +w,) =
/,ul(dxl)...uk(dxk)go(xl,...,xk)/uk+1(dxk+1)...un(dxn) (x14+--+xy,)
= /ul(dxl) () p(z, ) (et Aa) = E (o(Xy, -, Xe)Sk)

O

In terms of conditioning,

E(o(X1,..., X0)S0) =E (E(o(X1,..., Xp)Sn | X1,..., Xp)) =
=E (p(X1,..., Xp)E(Sn| X1, ... Xk)) =E (o(Xa, ..., Xk)Sk) -

1.2 Exercise. E (¢(X1,..., X;)S2) > E (p(Xi, ..., Xk)SE) for every k <n
and every bounded Borel function ¢ : R¥ — [0, c0).
Prove it.

Hint: [ prgpy1(dagsr) - - pn(dy) (21 + - - 4 2) >
(f s (dzpgr) - o pa(day) (g + -+ - + 20)) 2

1.3 Remark. More generally, the Jensen inequality  gives
E (o(X1,..., Xp)¥(S) > E(p(Xi,...,Xk)¢(Sk) for every k < n,
every bounded Borel function ¢ : R¥ — R and every convez ¢ : R — R (as
long as the expectations exist). Especially, 1(s) may be |s — al, or (s —a)™,
or (s —a)~ for any a € R.

1.4 Theorem. For every n and every ¢ > 0,

.....



Advanced Probability MAXIMAL INEQUALITIES 2007, Tel Aviv Univ. 2

Proof. We introduce events Ay = {|S1| < ¢,...,[Sk—1| < ¢,|Sk| > ¢} and
apply to their indicators:

Summing up we get

E (1457) > P (A)
where A = A; W --- W A, = {maxy |Sk| > c}. O
Clearly, E S2 = >/, Var Xj.

1.5 Exercise. For an infinite sequence (Xj)g, for every ¢ > 0,
]P( |Sk| > ) <1 iv X
sup |Sk| > ¢) < = ar Xy, .
k ¢t k=1

Prove it.
Hint: it is not hard, but be careful; if in trouble, try P (supk |Sk| > c—e).

2 Random series

2.1 Proposition. Let X, X5, ... be independent random variables, E X, =
0, Var(X}) < oo for all k, and

ZVaer < 00.
k=1

Then the series
[oe)
> X
k=1
converges a.s.

Proof. Let S, = X; + ---+ X,,. It is sufficient to prove that (S,(w)), is a
Cauchy sequence for almost all w, that is,

sup |[Sx — S| | 0 as. asn — oo,
k,>n

or equivalently,

IP’(sup |Sk—51|225)10 as n — 0o

k,I>n
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for every € > 0. Using [T,

P < sup Sk — Si| > 25) <P <sup | Sk — S| > 5) =
k,>n k

1
:P(Sup|Xn+1++Xn+k|25>§—22V&an+klO
k e =

as n — 00. O

3 Martingale convergence

Given f € L(0, 1), we consider its orthogonal projection f, to the 2"-dimen-
sional subspace of step functions,

2=k
falz) = 2"/ flu)du for x € (2‘"(1@ — 1),2_"1{:) )
27 (k—1)

In terms of binary digits (1(x), G2(x), ... of z,

_ Bilx) | Balw)
TEor T

+. Be(r) €{0,1},

we have f,(z) = g, (1(2), ..., Bu(z)) for some g, : {0,1}" — R. Note that
gr(br, ... b)) = %gkﬂ(bl, oo bk, 0) + %gkﬂ(bl, N

and moreover,

ge(br, - b)) =270 N g by b brrs - by)

bhs1sbn
for k < n.
Treating (0, 1) with Lebesgue measure as a probability space and 3y, (s, . . .
as random variables we see that 3, 3, ... are independent, ]P( Or = 0) =

0.5 =P (3 =1), and the random variables f,, = g,(51, ..., 3,) satisfy

E(fn‘ﬁl,...,ﬁk) =fr fork<n.

Such sequences of random variables are called martingales. The differences
fn— fu_1 need not be independent, but still, we have a counterpart of [T} (It
really means that f; is the orthogonal projection of f, to the 2¥-dimensional
subspace. . . )
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3.1 Lemma. E (gp(ﬁl, oo ,ﬁk)fn) =K (gp(ﬁl, e ,ﬁk)fk) for every k < n and
every function ¢ : {0,1}* — R.

Proof.
E (0B B fa) =27 > @br, o bi)galbr, .. by) =
b1,..,bn
=275 3" by, )27 YT ga(br, . by) =
b1,...,bk brt1,--bn
_ o~k _
=275 3" by, bi)gr(br, - b)) = E (0(Br, . B fi) -

O

In terms of conditioning,

E (B, .-, B6)fn) =E(E(e(Br, ..., Be) fu| Bro- s Br)) =
=E (¢(B1,-., B)E(fa|Br,- -, Br)) =E (0(Br, ..., Be) fr) -

3.2 Exercise. E (¢(B1,...,0)f2) = E(o(b1,...,B) f7) for every k < n
and every ¢ : {0,1}* — [0, 00).

Prove it.

Hint: similar to

In fact, E (gp(ﬁl, . ,ﬁk)w(fn)) >E (cp(ﬁl, . ,ﬁk)z/)(fk)) for convex 1.

3.3 Exercise. For every n and every ¢ > 0,

.....

Prove it.
Hint: similar to [[41

3.4 Exercise. For every ¢ > 0,
1 2
P (sup\fk\ > c) < 5 supE fi .
k ok

Prove it.
Hint: similar to

Applying it to f — f,, (in place of f) we get

1
(35) P <Slll;p‘fn+k - fn| Z C) S gsipE‘fnJrk‘ - fn|2
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3.6 Proposition. The sequence (f,), converges almost everywhere.

Proof. The differences f,, — f,_1 are mutually orthogonal, thus

Lfoll* + 1 = foll® - o = faa P = Ifull* < IFIP

It follows that > oo || fe+1 — fell*> — 0 as n — oo. Therefore sup, E | f, 11 —
fal> = 0 as n — co. By @3), P(supy |fork — ful =€) = 0asn — oo
for every € > 0. Similarly to the proof of 1l we conclude that (f,(z)), is a
Cauchy sequence for almost all x. O

In fact, lim, f,, = f.

4 Backwards martingale convergence

Given f € Ly(0,1), we consider its orthogonal projection f,, to the subspace
of 27 ™-periodic functions,

folx)=27" Z f(x4+27"k) forx e (0,1).
k:0<z4+2-"k<1
Note that
fo(@) = 3 fia(2) + 5 foa(z +277)

and moreover,
Qkfn

fr(z) =27 3" £ (w4 278))
j=1

for n < k.
The following fact is evident if we are sure that f,, is indeed the orthogonal
projection of f... but let us prove it anyway.

4.1 Lemma. Let n < k, and ¢ : (0,1) — R be a 2 *-periodic bounded Borel
function. Then

[ o= [ ewsnwar.

Proof.
[ ewn@ar=2 [ i =2 > [ o

ok—n

= 2k /Ozk o(r) <2<k"> ; falz +j2k)) dx =

-2 [ ep@ar= [ e@n@ar._
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Treating (0, 1) with Lebesgue measure as a probability space and f,, ¢
as random variables, we have

E(¢fn) =E(ofe) -

In terms of (non-elementary!) conditioning (and binary digits),

fn:gn(ﬁn—l—laﬁn—l—%---)a <P:¢(ﬁk+1,ﬁk+2>---)§

E (¥(Brst, - )9n(Busts- ) =E(E(Y(Brtts - )gn(Batts )| Brsr,...)) =
=E (Y (Bt1s-- E(gn(Batts-- ) | Brrts---)) =E ((Berts - - )gr(Brgr,---)) -

4.2 Exercise. E (pf?2) > E (¢f?) for (-) > 0.
Prove it.

In fact, E (gow(fn)) >E (cp@[)(fk)) for convex 1.

4.3 Lemma. 1
]P( max \fk\zc)g—QEffL.
k= c

=n,...,n+m

Proof. We introduce events Ay = {|fx] > ¢, |fet1] < ¢, ..., | form| < ¢} and
apply to their indicators:

E(1a,f)) > E (1a,f7) = P (Ar).

Summing up we get
E (14f2) > B (A)
where A = A1 - WA, = {maxy_,,_ntm | fx] > c}. O
It follows that 1
P(sup|fil = ) < SEf2.
k>n &

4.4 Exercise. The sequence (f,), converges almost everywhere.
Prove it.
Hint: similar to
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